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COLD-Steer: in-Context One-step Learning Dynamics
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name Soybean

used for Food, Feed, Oil

has growing zone

CropGrowingZone

name Madhya Pradesh

has regions Indore, Bhopal

has seed
recommendations

SeedList

variety name JS 335, JS 95-60

has seeding rate 60-80 kg/ha
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Intention in tension: Towards Robust and Controllable
Machine Learning

KARTIK SHARMA
Georgia Tech

ksartik@gatech.edu

Robustness (tension) Controllable (intention)

Future: Putting AI under tensional intention and intentional tension

Test-time control

Flexible domain adaptation

Tensional intention: ambiguity within intention
Understanding vague and counteracting user intentions
Pluralistic output from contradictory inputs

Intentional tension: deliberate tension for training
Learning generalizable policies from weak feedback
Multi-agent systems for competition and cooperation

Temporal Dynamics-Aware Adversarial Attacks on Discrete-Time Dynamic Graph Models. 
Kartik Sharma, Rakshit Trivedi, Rohit Sridhar, Srijan Kumar. KDD 2023

Diffuse, Sample, Project: Plug-And-Play Controllable Graph Generation. 
Kartik Sharma, Srijan Kumar, Rakshit Trivedi. ICML 2024

COLD-Steer: Steering Large Language Models via in-Context One-Step Learning Dynamics. Kartik Sharma, Rakshit Trivedi. Under Review

stretching the model, finding its break point controllable by users, adapting to user intentions

OG-RAG: Ontology-Grounded Retrieval-Augmented Generation For Large Language Models.
Kartik Sharma, Peeyush Kumar, Yunqing Li. EMNLP Main, 2025

Inner Speech as Behavior Guides: Steerable Imitation of Diverse Behaviors for Human-AI coordination.
Rakshit Trivedi∗, Kartik Sharma∗, David C. Parkes. NeurIPS Spotlight, 2025

S
el

f-
at

te
n

ti
o

n

System
Prompt

User
Prompt

xN

Response

Sysformer

H
id

d
en

 r
ep

re
se

n
ta

ti
o

n
s

In
p

u
t 

To
ke

n
iz

ed
em

b
ed

d
in

g 
ta

b
le

Large
Language 

Model

C
ro

ss
-a

tt
en

ti
o

n

S
el

f-
at

te
n

ti
o

n

No parameter update
No additional calls

No prompt filtering
Prompt-adaptive

Frozen Trainable

Sysformer: Safeguarding Frozen Large Language Models with Adaptive System Prompts.
Kartik Sharma, Yiqiao Jin, Vineeth Rakesh, Yingtong Dou, Menghai Pan, Mahashweta Das, Srijan Kumar. arXiv:2506.15751

Node-adaptive layer
selection in GNNs for
more robust feature
aggregation in local
neighborhood

Personalized Layer Selection for Graph Neural Networks 
Kartik Sharma, Vineeth Rakesh, Yingtong Dou, Srijan Kumar, Mahashweta Das. TMLR 2025

Representation Learning in Continuous-Time Dynamic
Signed Networks. Kartik Sharma*, Mohit Raghavendra*,

Yeon Chang Lee, Anand Kumar M, Srijan Kumar. CIKM 2023

A Thousand Words or An Image: Studying the Influence
of Persona Modality in Multimodal LLMs.

Julius Broomfield∗, Kartik Sharma∗, Srijan Kumar.
arXiv:2502.20504

Using VLMs to
discriminate behavior in
language as “inner
speech”

Conditioning behavior
generation on inner
speech to capture
diverse demonstrations
and enable steerability

Evaluating modality 
invariance in LLM personas
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